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ABSTRACT

This paper considers the problem of Byzantine fault-tolerance in dis-

tributed multi-agent optimization. In this problem, each agent has a

local cost function, and in the fault-free case, the goal is to design a

distributed algorithm that allows all the agents to find a minimum

point of all the agents’ aggregate cost function. We consider a sce-

nario where some agents might be Byzantine faulty that renders the

original goal of computing a minimum point of all the agents’ ag-

gregate cost vacuous. A more reasonable objective for an algorithm

in this scenario is to allow all the non-faulty agents to compute

the minimum point of only the non-faulty agents’ aggregate cost.

Prior work [24] shows that if there are up to 𝑓 (out of 𝑛) Byzantine

agents then a minimum point of the non-faulty agents’ aggregate

cost can be computed exactly if and only if the non-faulty agents’

costs satisfy a certain redundancy property called 2𝑓 -redundancy.
However, 2𝑓 -redundancy is an ideal property that can be satisfied

only in systems free from noise or uncertainties, which can make

the goal of exact fault-tolerance unachievable in some applications.

Thus, we introduce the notion of (𝑓 , 𝜖)-resilience, a generaliza-

tion of exact fault-tolerance wherein the objective is to find an

approximate minimum point of the non-faulty aggregate cost, with

𝜖 accuracy. This approximate fault-tolerance can be achieved under

a weaker condition that is easier to satisfy in practice, compared

to 2𝑓 -redundancy. We obtain necessary and sufficient conditions

for achieving (𝑓 , 𝜖)-resilience characterizing the correlation be-

tween relaxation in redundancy and approximation in resilience. In

case when the agents’ cost functions are differentiable, we obtain

conditions for (𝑓 , 𝜖)-resilience of the distributed gradient-descent

method when equipped with robust gradient aggregation; such as

comparative gradient elimination or coordinate-wise trimmed mean.
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1 INTRODUCTION

The problem of distributed optimization in multi-agent systems

has gained significant attention in recent years [8, 17, 33]. In this

problem, each agent has a local cost function and, when the agents

are fault-free, the goal is to design algorithms that allow the agents

to collectively minimize the aggregate of their cost functions. To be

precise, suppose that there are 𝑛 agents in the system and let𝑄𝑖 (𝑥)
denote the local cost function of agent 𝑖 , where 𝑥 is a 𝑑-dimensional

vector of real values, i.e., 𝑥 ∈ R𝑑 . A traditional distributed optimiza-

tion algorithm outputs a global minimum 𝑥∗ such that

𝑥∗ ∈ arg min

𝑥 ∈R𝑑

𝑛∑
𝑖=1

𝑄𝑖 (𝑥) . (1)

As a simple example, 𝑄𝑖 (𝑥) may denote the cost for an agent 𝑖

(which may be a robot or a person) to travel to location 𝑥 from

their current location, and 𝑥∗ is a location that minimizes the total

cost of meeting for all the agents. Such multi-agent optimization

is of interest in many practical applications, including distributed

machine learning [8], swarm robotics [38], and distributed sens-

ing [37].

We consider the distributed optimization problem in the pres-

ence of up to 𝑓 Byzantine faulty agents, originally introduced by

Su and Vaidya [43]. The Byzantine faulty agents may behave arbi-

trarily [28]. In particular, the non-faulty agents may share arbitrary

incorrect and inconsistent information in order to bias the output

of a distributed optimization algorithm. For example, consider an

application of multi-agent optimization in the case of distributed

sensing where the agents (or sensors) observe a common object in
order to collectively identify the object. However, the faulty agents

may send arbitrary observations concocted to prevent the non-

faulty agents from making the correct identification [12, 14, 35, 44].

Similarly, in the case of distributed learning, which is another ap-

plication of distributed optimization, the faulty agents may send

incorrect information based on mislabelled or arbitrary concocted

data points to prevent the non-faulty agents from learning a good
classifier [1, 3, 6, 10, 11, 13, 23, 46].
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1.1 Background: Exact Fault-Tolerance

In the exact fault-tolerance problem, the goal is to design a dis-

tributed algorithm that allows all the non-faulty agents to com-

pute a minimum point of the aggregate cost of only the non-faulty

agents [24]. Specifically, suppose that in a given execution, set B
with |B| ≤ 𝑓 is the set of Byzantine agents, where notation |·|
denotes the set cardinality, and H = {1, . . . , 𝑛} \ B denotes the set

of non-faulty (i.e., honest) agents. Then, a distributed optimization

algorithm has exact fault-tolerance if it outputs a point 𝑥∗H such

that

𝑥∗H ∈ arg min

𝑥 ∈R𝑑

∑
𝑖∈H

𝑄𝑖 (𝑥) . (2)

However, since the identity of the Byzantine agents is a priori un-

known, in general, exact fault-tolerance is unachievable [43]. Specif-

ically, as shown in [24, 25], exact fault-tolerance can be achieved

if and only if the agents’ cost functions satisfy the 2𝑓 -redundancy
property defined below.

Definition 1 (2𝑓 -redundancy). The agents’ cost functions are
said to have 2𝑓 -redundancy property if and only if for every pair of
subsets 𝑆, 𝑆 ⊆ {1, . . . , 𝑛} with 𝑆 ⊆ 𝑆 , |𝑆 | = 𝑛 − 𝑓 , and

���𝑆 ��� ≥ 𝑛 − 2𝑓 ,

arg min

𝑥 ∈R𝑑

∑
𝑖∈𝑆

𝑄𝑖 (𝑥) = arg min

𝑥 ∈R𝑑

∑
𝑖∈𝑆

𝑄𝑖 (𝑥) .

In principle, the 2𝑓 -redundancy property can be realized by de-

sign for many applications of multi-agent distributed optimization

including distributed sensing and distributed learning (see [22, 24]).

However, practical realization of 2𝑓 -redundancy can be difficult

in the presence of noise in the real-world systems. Therefore, we

propose a pragmatic generalization of exact fault-tolerance, namely

(𝑓 , 𝜖)-resilience.

1.2 (𝑓 , 𝜖)-Resilience: A Relaxation of Exact

Fault-Tolerance

Intuitively, the proposed notion of (𝑓 , 𝜖)-resilience requires an algo-

rithm to output approximation of a minimum point of the aggregate

of the cost functions of sufficiently large subsets of non-faulty

agents. We define (𝑓 , 𝜖)-resilience below, where 𝜖 ∈ R≥0 is the

measure of approximation and ∥·∥ denotes the Euclidean norm.

The Euclidean distance between a point 𝑥 and a non-empty set 𝑋

in space R𝑑 is denoted by dist (𝑥, 𝑋 ), and is defined as

dist (𝑥, 𝑋 ) = inf

𝑦∈𝑋
∥𝑥 − 𝑦∥ . (3)

Definition 2 ((𝑓 , 𝜖)-resilience). A distributed optimiza-
tion algorithm is said to be (𝑓 , 𝜖)-resilient if it outputs a point 𝑥 ∈ R𝑑
such that for every subset 𝑆 of non-faulty agents with |𝑆 | = 𝑛 − 𝑓 ,

dist

(
𝑥, arg min

𝑥 ∈R𝑑

∑
𝑖∈𝑆

𝑄𝑖 (𝑥)
)
≤ 𝜖,

despite the presence of up to 𝑓 Byzantine agents.

Thus, with (𝑓 , 𝜖)-resilience, the output is within distance 𝜖 of

a minimum point of the aggregate cost function of any 𝑛 − 𝑓

non-faulty agents. As there can be at most 𝑓 Byzantine faulty

agents whose identity remains unknown, the following two sce-

narios are indistinguishable in general: (1) there are exactly 𝑓

Byzantine agents, and (2) there are less than 𝑓 Byzantine agents.

Thus, estimation for the minimum point of the aggregate cost func-

tions of 𝑛 − 𝑓 non-faulty agents is indeed a reasonable goal [43].

Analogous resilience requirements have been previously studied

in other contexts as well, such as robust statistics (e.g., robust

mean estimation [11, 41]) and fault-tolerant linear state estima-

tion [5, 19, 20, 31, 34, 40]. In this work, we address resilience in the

context of distributed optimization.

In this paper, we only consider deterministic algorithms which,

given a fixed set of inputs from the agents, always output the same

point in R𝑑 . Thus, a deterministic (𝑓 , 𝜖)-resilient algorithm pro-

duces a unique output point in all of its executions with identical

inputs from all the agents (including the faulty ones). Note that

in the deterministic framework, exact fault-tolerance is equiva-

lent to (𝑓 , 0)-resilience, i.e., a deterministic (𝑓 , 0)-resilient algo-
rithm achieves exact fault-tolerance, and vice-versa. Therefore,

results on (𝑓 , 𝜖)-resilience for arbitrary 𝜖 ≥ 0 have a wider appli-

cation compared to results applicable only to exact fault-tolerance,

e.g., [6, 18, 24, 42].

We show that (𝑓 , 𝜖)-resilience requires a weaker redundancy con-
dition, in comparison to 2𝑓 -redundancy, named (2𝑓 , 𝜖)-redundancy
defined in Definition 3 below. Recall that the Euclidean Hausdorff
distance between two sets 𝑋 and 𝑌 in R𝑑 , which we denote by

dist (𝑋, 𝑌 ), is defined as follows [32]:

dist (𝑋, 𝑌 ) ≜ max

{
sup

𝑥 ∈𝑋
dist (𝑥, 𝑌 ) , sup

𝑦∈𝑌
dist (𝑦, 𝑋 )

}
. (4)

Definition 3 ((2𝑓 , 𝜖)-redundancy). The agents’ cost func-
tions are said to have (2𝑓 , 𝜖)-redundancy property if and only if for
every pair of subsets 𝑆, 𝑆 ⊆ {1, . . . , 𝑛} with |𝑆 | = 𝑛 − 𝑓 ,

���𝑆 ��� ≥ 𝑛 − 2𝑓

and 𝑆 ⊆ 𝑆 ,

dist

©«arg min

𝑥 ∈R𝑑

∑
𝑖∈𝑆

𝑄𝑖 (𝑥), arg min

𝑥 ∈R𝑑

∑
𝑖∈𝑆

𝑄𝑖 (𝑥)
ª®¬ ≤ 𝜖. (5)

It is easy to show that 2𝑓 -redundancy (Definition 1) is equiva-

lent to (2𝑓 , 0)-redundancy (note that 𝜖 = 0 here). It is also obvious

that 2𝑓 -redundancy implies (2𝑓 , 𝜖)-redundancy for all 𝜖 ≥ 0. How-

ever, the converse need not be true. Thus, the (2𝑓 , 𝜖)-redundancy
property with 𝜖 > 0 is weaker than 2𝑓 -redundancy.

1.3 Applications

Our results are applicable to a large class of distributed optimization

problems; including distributed sensing [14, 34, 35, 42], distributed

machine learning [7, 8, 13, 48], and distributed linear regression

(Section 5). We discuss below the specific case of distributed learn-

ing.

Distributed Learning: In this particular optimization problem,

each agent has some local data points and the goal for the agents is

to compute a learning parameter that best models the collective data

points observed by all the agents [7]. Specifically, given a learning

parameter 𝑥 , for each data point 𝑧, we define a loss function ℓ (𝑥 ; 𝑧).
Suppose that the data generating distribution of agent 𝑖 is D𝑖 , and



let E𝑧∼D𝑖
denote the expectation with respect to the random data

point 𝑧 over distribution D𝑖 . Then,

𝑄𝑖 (𝑥) ≜ E𝑧∼D𝑖
ℓ (𝑥 ; 𝑧)

When the distribution of data points is identical for all the agents

then the 2𝑓 -redundancy property holds true. However, in practice

this is rarely the case [13, 48]. Indeed, different agents may have dif-

ferent data distributions in practice. Therefore, exact fault-tolerance

in a pragmatic distributed learning framework is an extremely dif-

ficult (if not impossible) goal. In the context of distributed learning,

our results on approximate fault-tolerance characterize the rela-

tionship between the correlation amongst different agents’ data

(i.e., degree of redundancy), and the fault-tolerance achieved.

1.4 System architecture

We consider synchronous systems. Our results apply to the two

architectures shown in Figure 1. In the server-based architecture,

the server is assumed to be trustworthy, but up to 𝑓 agents may

be Byzantine faulty. In the peer-to-peer architecture, the agents

are connected by a complete network, and up to 𝑓 of these agents

may be Byzantine faulty. Provided that 𝑓 < 𝑛
3
, an algorithm for

the server-based architecture can be simulated in the peer-to-peer

system using the well-known Byzantine broadcast primitive [30].

For simplicity of presentation, the rest of this paper considers the

server-based architecture.

Figure 1: System architecture.

1.5 Summary of Our Contributions

In the first part of the paper, i.e., Section 3, we obtain conditions

on feasibility and achievability of approximate fault-tolerance of

desirable accuracy. Specifically, we show that

• (𝑓 , 𝜖)-resilience is feasible only if (2𝑓 , 𝜖)-redundancy prop-

erty holds true.

• If (2𝑓 , 𝜖)-redundancy property holds true then (𝑓 , 2𝜖)-resilience
is achievable.

In the second part, i.e., Sections 4 and 5, we consider the case

when agents’ costs are differentiable, such as in machine learn-

ing [7, 47], or regression [22, 42, 44]. We consider the distributed

gradient-descent (DGD) method - an iterative distributed optimiza-

tion algorithm commonly used in this particular case.

• We propose a generic sufficient condition for convergence

of the DGD method equipped with a gradient-filter (also
referred as robust gradient aggregation), which is a common

fault-tolerance mechanism, e.g., see [6, 13, 24, 48].

• Later, in Section 4.2, we utilize the above result to obtain

approximate fault-tolerance properties of the following two

specific gradient-filters, under (2𝑓 , 𝜖)-redundancy: (i) Com-

parative gradient elimination (CGE) [22], and (ii) Coordinate-

wise trimmed mean (CWTM) [42]. These two gradient-filters

are both easy to implement and versatile [21, 24, 42, 48].

• Finally, in Section 5, we present empirical comparisons be-

tween approximate fault-tolerance of the two gradient-filters

by simulating a problem of distributed linear regression.

Note: As (𝑓 , 0)-resilience is equivalent to exact fault-tolerance

(see Section 1.2), our results on (𝑓 , 𝜖)-resilience encapsulate all the
existing results applicable only to exact fault-tolerance, such as the

ones in [6, 18, 24, 42].

Compared to related works [26, 27], we present precise redun-

dancy conditions needed for obtaining Byzantine fault-tolerance

within a specified approximation error. Unlike them, our results

on the impossibility and feasibility of approximate fault-tolerance

are applicable to non-differentiable cost functions. Moreover, in the

case when the cost functions are differentiable, we present a generic

condition for convergence of the DGD method that can precisely

model the approximate fault-tolerance property of a generic robust

gradient-aggregation rule (a.k.a., gradient-filter).

A full version of this paper including omitted proofs, and addi-

tional experimental results and discussion can be found on arXiv

[29].

2 OTHER RELATEDWORK

In the past, different notions of approximate fault-tolerance, be-

sides (𝑓 , 𝜖)-resilience, have been used to analyze Byzantine fault-

tolerance of different distributed optimization algorithms [16, 43].

As we discuss below in Section 2.1, the difference between these

other definitions and our definition of (𝑓 , 𝜖)-resilience arisesmainly

due to the applicability of the distributed optimization problems.

Later, in Section 2.2, we discuss some prior work on gradient-filters

used for achieving Byzantine fault-tolerance in the distributed

gradient-descent method.

2.1 Alternate Notions of Approximation in

Fault-Tolerance

As proposed by Su and Vaidya, 2016 [43], instead of a minimum

point of the uniformly weighted aggregate of non-faulty agents’

cost functions, a distributed optimization algorithm may output

a minimum point of a non-uniformly weighted aggregate of non-

faulty costs, i.e.,

∑
𝑖∈H 𝛼𝑖 𝑄𝑖 (𝑥), whereH denotes the set of at least

𝑛 − 𝑓 non-faulty agents, and 𝛼𝑖 ≥ 0 for all 𝑖 ∈ H . As is suggested

in [43], upon re-scaling the coefficients such that

∑
𝑖∈H 𝛼𝑖 = 1,

we can measure approximation in fault-tolerance using two met-

rics: (1) the number of coefficients in {𝛼𝑖 , 𝑖 ∈ H} that are posi-

tive, and (2) the minimum positive value amongst the coefficients:

min {𝛼𝑖 ; 𝛼𝑖 > 0, 𝑖 ∈ H}. Results on the achievability of this partic-

ular form of approximation for the scalar case (i.e., 𝑑 = 1) can be

found in [43, 45]. However, we are unaware of similar results for

the case of higher-dimensional optimization problem, i.e., when



𝑑 > 1. There is some work on this particular notion of approximate

fault-tolerance in high-dimensions, such as [42, 47], however their

results only apply to special cost functions, specifically, quadratic or

strictly convex functions, as opposed to the generic cost functions

(that need not even be differentiable) considered in this paper.

Another way of measuring approximation is by the value of

the aggregate cost function, or its gradient. For instance, as dis-

cussed in [16], for the case of differentiable cost functions a re-

silient distributed optimization algorithm Π may output a point

𝑥Π ∈ R𝑑 such that each element of the aggregate non-faulty gra-

dient

∑
𝑖∈H ∇𝑄𝑖 (𝑥Π) is bounded by 𝜖 . As yet another alternative,

a resilient algorithm Π may aim to output a point 𝑥Π such that

the non-faulty aggregate cost

∑
𝑖∈H 𝑄𝑖 (𝑥Π) is within 𝜖 of the true

minimum cost min𝑥
∑
𝑖∈H 𝑄𝑖 (𝑥). However, these definitions of ap-

proximate resilience are sensitive to scaling of the cost functions.

In particular, if the elements of

∑
𝑖∈H ∇𝑄𝑖 (𝑥Π) are bounded by 𝜖

then the elements of

∑
𝑖∈H 𝛼∇𝑄𝑖 (𝑥Π) are bounded by 𝛼𝜖 , where 𝛼

is a positive scalar value. On the other hand, both

∑
𝑖∈H 𝑄𝑖 (𝑥) and∑

𝑖∈H 𝛼𝑄𝑖 (𝑥) have identical minimum point regardless of the value

of 𝛼 . Therefore, when the objective is to approximate a minimum

point of the non-faulty aggregate cost argmin𝑥
∑
𝑖∈H 𝑄𝑖 (𝑥), which

is indeed the case in this paper, use of function (or gradient) values

to measure approximation is not a suitable choice.

2.2 Gradient-Filters

In the past, several gradient-filters have been proposed to robustify
the distributed gradient-descent (DGD) method against Byzantine

faulty agents in a server-based architecture, e.g., see [1, 6, 15, 16,

21, 36, 43, 48]. A gradient-filter refers to Byzantine robust aggre-
gation of agents’ gradients that mitigates the detrimental impact

of incorrect gradients sent by the Byzantine agents to the server.

To name a few gradient-filters, that are provably effective against

Byzantine agents, we have the comparative gradient elimination

(CGE) [21, 22], coordinate-wise trimmed mean (CWTM) [43, 48],

geometric median-of-means (GMoM) [13], KRUM [6], Bulyan [18],

and other spectral gradient-filters [16]. Different gradient-filters

guarantee some fault-tolerance under different assumptions on

non-faulty agents’ cost functions.

In this paper, we propose a generic result, in Theorem 3 in Sec-

tion 4, on the convergence of the DGD method equipped with a

gradient-filter. The result holds true regardless of the gradient-filter

used, and thus, can be utilized to obtain formal fault-tolerance prop-

erty of a gradient-filter in context of the considered distributed

optimization problem. We demonstrate this, in Section 4.2, by ob-

taining (𝑓 , 𝜖)-resilience properties of two specific gradient-filters;

CGE and CWTM. As exact fault-tolerance is equivalent to (𝑓 , 0)-
resilience (see Section 1.2), our results generalize the prior work

on exact fault-tolerance of these two filters, see [21, 22, 42]. More-

over, until now, exact fault-tolerance of the CWTM gradient-filter

was only studied for special optimization problems of state esti-

mation [42], and machine learning [48]. Our result presents the

fault-tolerance property of CWTM for a much larger class of opti-

mization problems.

2.3 Robust Statistics with Arbitrary Outliers

As noted earlier, there has been work on the problem of robust

statistics with arbitrary outliers [11, 20, 41]. In this problem, we

are given a finite set of data points; 𝛼 fraction of which are sam-

pled independently and identically from a common distribution

D in R𝑑 , and the remaining 1 − 𝛼 fraction of data points may be

arbitrary. The identity of arbitrary data points is a priori unknown,

otherwise the problem is trivialized. The objective in this prob-

lem is to estimate statistical measures of distribution D, such as

mean, or variance, despite the presence of arbitrary outliers. The

problem robust mean estimation can potentially be modelled as

a fault-tolerant distributed optimization problem where for each

non-faulty agent 𝑖 , 𝑄𝑖 (𝑥) : (𝑥, 𝑥𝑖 ) ↦→ 𝑦 ∈ R for all 𝑥 ∈ R𝑑 where

𝑥𝑖 ∼ D. A faulty agent may choose an arbitrary cost function. The

cost functions can be designed in a manner such that the minimum

point of the aggregate of non-faulty cost functions is equal to the

mean for the non-faulty data points. In particular, suppose that for

each non-faulty agent 𝑖 , 𝑄𝑖 (𝑥) ≜ ∥𝑥 − 𝑥𝑖 ∥2 where 𝑥𝑖 ∼ D. In this

case, the minimum point of the non-faulty aggregate cost function

is equal to the average of the non-faulty data points sampled from

distribution D.

Prior work on robust statistics considers a centralized setting

wherein, unlike a distributed setting, all the data points are accessi-

ble to a single machine. In this report, we also present distributed

algorithms that do not require the agents to share their local data

points. Moreover, in the centralized setting, our results are ap-

plicable to a larger class of cost functions, including non-convex

functions.

2.4 Fault-tolerance in State Estimation

The problem of distributed optimization finds direct application in

distributed state estimation [37]. In this problem, the system com-

prises multiple sensors, and each sensor makes partial observations

about the system’s state. The goal is to compute the entire state

of the system using collective observations from all the sensors.

However, if a sensor is faulty then it may share incorrect obser-

vations, preventing correct state estimation. The special case of

distributed state estimation when the observations are linear in
the system’s state has gained significant attention in the past, e.g.

see [5, 14, 31, 34, 35, 39, 40, 42]. These works have shown that the

state can be determined despite up to 𝑓 (out of 𝑛) faulty obser-

vations if and only if the system is 2𝑓 -sparse observable, i.e., the
complete state can be determined using observations of only 𝑛− 2𝑓

non-faulty sensors. We note that, in this particular case, 2𝑓 -sparse
observability is equivalent to 2𝑓 -redundancy. Additionally, some

of these works, such as [31, 42], also consider the case of approxi-
mate linear state estimation when the observations are noisy. Our

work is more general in that we consider the problem setting of

distributed optimization, and our results apply to a larger class of

cost functions.

3 NECESSARY AND SUFFICIENT

CONDITIONS FOR (𝑓 , 𝜖)-RESILIENCE
Throughout this paper we assume, as stated below, that the non-

faulty agents’ cost functions and their aggregates have well-defined



minimum points. Otherwise, the problem of optimization is ren-

dered vacuous.

Assumption 1. For every non-empty set of non-faulty agents 𝑆 ,
we assume that the set argmin𝑥 ∈R𝑑

∑
𝑖∈𝑆 𝑄𝑖 (𝑥) is non-empty and

closed.

We also assume that 𝑓 < 𝑛/2. Lemma 1 below shows that (𝑓 , 𝜖)-
resilience is impossible in general when 𝑓 ≥ 𝑛/2. Proof of Lemma 1

is easy, and can be found in the full version of this paper on arXiv.

Lemma 1. If 𝑓 ≥ 𝑛/2 then there cannot exist a deterministic
(𝑓 , 𝜖)-resilient algorithm for any 𝜖 ≥ 0.

3.1 Necessary Condition

Theorem 1. Suppose that Assumption 1 holds true. There exists
a deterministic (𝑓 , 𝜖)-resilient distributed optimization algorithm
where 𝜖 ≥ 0 only if the agents’ cost functions satisfy the (2𝑓 , 𝜖)-
redundancy property.

Proof. To prove the theorem we present a scenario when the

agents’ cost functions (if non-faulty) are scalar functions, i.e., 𝑑 = 1

and for all 𝑖 ,𝑄𝑖 : R→ R, and the minimum point of an aggregate of

one or more agents’ cost functions is uniquely defined. Obviously,

if a condition is necessary in this particular scenario then it is so

in the general case involving vector functions with non-unique

minimum points.

To prove the necessary condition, we also assume that the server

has full knowledge of all the agents’ cost functions. This may not

hold true in practice, where instead the server may only have partial

information about the agents’ cost functions. Indeed, this assump-

tion forces the Byzantine faulty agents to a priori fix their cost

functions. However, in reality the Byzantine agents may send arbi-

trary information over time to the server that need not be consistent

with a fixed cost function. Thus, necessity of (2𝑓 , 𝜖)-redundancy
under this strong assumption implies its necessity in general.

The proof is by contradiction. Specifically, we show that If the cost
functions of non-faulty agents do not satisfy the (2𝑓 , 𝜖)-redundancy
property then there cannot exist a deterministic (𝑓 , 𝜖)-resilient dis-
tributed optimization algorithm.

Recall that we have assumed that for a non-empty set of agents

𝑇 the aggregate cost function

∑
𝑖∈𝑇 𝑄𝑖 (𝑥) has a unique minimum

point. To be precise, for each non-empty subset of agents 𝑇 , we

define

𝑥𝑇 = argmin

𝑥

∑
𝑖∈𝑇

𝑄𝑖 (𝑥) .

Suppose that the agents’ cost functions do not satisfy the (2𝑓 , 𝜖)-
redundancy property stated in Definition 3. Then, there exists a

real number 𝛿 > 0 and a pair of subsets 𝑆, 𝑆 with 𝑆 ⊂ 𝑆 , |𝑆 | = 𝑛 − 𝑓 ,

and 𝑛 − 2𝑓 ≤
���𝑆 ��� < 𝑛 − 𝑓 such that𝑥

𝑆
− 𝑥𝑆

 ≥ 𝜖 + 𝛿. (6)

Now, suppose that𝑛−𝑓 −
���𝑆 ��� agents in the remainder set {1, . . . , 𝑛}\𝑆

are Byzantine faulty. Let us denote the set of faulty agents by B.

Note that B is non-empty with |B| = 𝑛 − 𝑓 −
���𝑆 ��� ≤ 𝑓 . Similar to

the non-faulty agents, the faulty agents send to the server cost

functions that are scalar, and the aggregate of one or more agents’

cost functions in the set 𝑆 ∪ B is unique. However, the aggregate

cost function of the agents in the set B ∪ 𝑆 minimizes at a unique

point 𝑥B∪𝑆 which is

𝑥
𝑆
− 𝑥𝑆

 distance away from 𝑥
𝑆
, similar to

𝑥𝑆 , but lies on the other side of 𝑥
𝑆
as shown in the figure below.

Note that it is always possible to pick such functions for the faulty

agents.

xS x
Ŝ

xB∪Ŝ

][
← ε+ δ → ← ε+ δ →

εε x̂

Note that the distance between the two points 𝑥𝑆 and 𝑥B∪𝑆 is

2𝜖 + 2𝛿 , i.e., 𝑥𝑆 − 𝑥B∪𝑆

 = 2𝜖 + 2𝛿. (7)

Now, suppose, toward a contradiction, that there exists an (𝑓 , 𝜖)-
resilient deterministic optimization algorithm named Π. As the
identity of Byzantine faulty agents is a priori unknown to the

server, and the cost functions sent by the Byzantine faulty agents

have similar properties as the non-faulty agents, the server cannot

distinguish between the following two possible scenarios; i) 𝑆 is

the set of non-faulty agents, and ii) B ∪ 𝑆 is the set of non-faulty

agents. Note that both the sets 𝑆 and B ∪ 𝑆 contain 𝑛 − 𝑓 agents.

As the cost functions received by the server are identical in both

of the above scenarios, being a deterministic algorithm, Π should

have identical output in both the cases. We let 𝑥 denote the output

of Π. In scenario (i) when the set of honest agents is given by 𝑆

with |𝑆 | = 𝑛 − 𝑓 , as Π is assumed (𝑓 , 𝜖)-resilient, by Definition 2

the output

𝑥 ∈ [𝑥𝑆 − 𝜖, 𝑥𝑆 + 𝜖] (8)

as shown in the figure above. Similarly, in scenario (ii) when the

set of honest agents is B ∪ 𝑆 with

���B ∪ 𝑆

��� = 𝑛 − 𝑓 ,

𝑥 ∈ [𝑥B∪𝑆 − 𝜖, 𝑥B∪𝑆 + 𝜖] . (9)

However, (7) implies that (8) and (9) cannot be satisfied simultane-

ously. That is, if Π is (𝑓 , 𝜖)-resilient in scenario (i) then it cannot be

so in scenario (ii), and vice-versa. This contradicts the assumption

that Π is (𝑓 , 𝜖)-resilient. □

3.2 Sufficient Condition

Theorem 2. Suppose that Assumption 1 holds true. For a real
value 𝜖 ≥ 0, if the agents’ cost functions satisfy the (2𝑓 , 𝜖)-redundancy
property then (𝑓 , 2𝜖)-resilience is achievable.

Proof. The proof is constructive where we assume that all the

agents send their individual cost functions to the server. We assume

that 𝑓 > 0 to avoid the trivial case of 𝑓 = 0. Throughout the proof

we write the notation argmin𝑥 ∈R𝑑 simply as argmin, unless other-

wise stated.We begin by presenting an algorithm below, comprising

three steps.



Step 1: Each agent sends their cost function to the server. An hon-

est agent sends its actual cost function, while a faulty agent

may send an arbitrary function.

Step 2: For each set𝑇 of received functions, |𝑇 | = 𝑛 − 𝑓 , the server

computes a point

𝑥𝑇 ∈ argmin

∑
𝑖∈𝑇

𝑄𝑖 (𝑥) .

For each subset 𝑇 ⊂ 𝑇 ,

���𝑇 ��� = 𝑛 − 2𝑓 , the server computes

𝑟
𝑇𝑇
≜ dist

©«𝑥𝑇 , argmin

∑
𝑖∈𝑇

𝑄𝑖 (𝑥)
ª®¬ , (10)

and

𝑟𝑇 = max

𝑇 ⊂𝑇,���𝑇 ���=𝑛−2𝑓
𝑟
𝑇𝑇 .

(11)

Step 3: The server outputs 𝑥𝑆 such that

𝑆 = argmin

𝑇 ⊂{1,..., 𝑛},
|𝑇 |=𝑛−𝑓

𝑟𝑇 . (12)

We show that above algorithm is (𝑓 , 2𝜖)-resilient under (2𝑓 , 𝜖)-
redundancy. For a non-empty set of agents 𝑇 , we denote

𝑋𝑇 = argmin

∑
𝑖∈𝑇

𝑄𝑖 (𝑥) .

Consider an arbitrary set of non-faulty agents𝐺 with |𝐺 | = 𝑛− 𝑓 .

Such a set is guaranteed to exist as there are at most 𝑓 faulty agents,

and therefore, at least 𝑛 − 𝑓 non-faulty agents exist in the system.

Consider an arbitrary set 𝑇 such that 𝑇 ⊂ 𝐺 and

���𝑇 ��� = 𝑛 − 2𝑓 . By

Definition 3 of (2𝑓 , 𝜖)-redundancy,

dist

(
𝑋𝐺 , 𝑋𝑇

)
≤ 𝜖. (13)

Recall from (10) that 𝑟
𝐺𝑇

= dist

(
𝑥𝐺 , 𝑋𝑇

)
. As 𝑥𝐺 ∈ 𝑋𝐺 , by Defini-

tion (4) of Hausdorff set distance, dist

(
𝑥𝐺 , 𝑋𝑇

)
≤ dist

(
𝑋𝐺 , 𝑋𝑇

)
.

Therefore, 𝑟
𝐺𝑇

≤ dist

(
𝑋𝐺 , 𝑋𝑇

)
, and substituting from (13) implies

that

𝑟
𝐺𝑇

≤ 𝜖. (14)

Now, recall from (11) that 𝑟𝐺 = max

{
𝑟
𝐺𝑇

𝑇 ⊂ 𝐺,

���𝑇 ��� = 𝑛 − 2𝑓

}
.

As 𝑇 in (14) is an arbitrary subset of 𝐺 with

���𝑇 ��� = 𝑛 − 2𝑓 ,

𝑟𝐺 = max

𝑇 ⊂𝐺,���𝑇 ���=𝑛−2𝑓
𝑟
𝐺𝑇

≤ 𝜖. (15)

From (12) and (15) we obtain that

𝑟𝑆 ≤ 𝑟𝐺 ≤ 𝜖. (16)

As |𝐺 | = 𝑛 − 𝑓 , for every set of agents 𝑇 with |𝑇 | = 𝑛 − 𝑓 ,

|𝑇 ∩𝐺 | ≥ 𝑛 − 2𝑓 . Therefore, for the set 𝑆 defined in (12), there

exists a subset𝐺 of𝐺 such that𝐺 ⊂ 𝑆 and

���𝐺 ��� = 𝑛 − 2𝑓 . For such a

set 𝐺 , by definition of 𝑟𝑆 in (11), we obtain that

𝑟
𝑆𝐺
≜ dist

(
𝑥𝑆 , 𝑋𝐺

)
≤ 𝑟𝑆 .

Substituting from (16) above, we obtain that

dist

(
𝑥𝑆 , 𝑋𝐺

)
≤ 𝜖. (17)

As 𝐺 is a subset of 𝐺 , all the agents in𝐺 are non-faulty. Therefore,

by Assumption 1, 𝑋
𝐺
is a closed set. Recall that dist

(
𝑥𝑆 , 𝑋𝐺

)
=

inf𝑥 ∈𝑋
𝐺
∥𝑥𝑆 − 𝑥 ∥. The closedness of 𝑋

𝐺
implies that there exists a

point 𝑧 ∈ 𝑋
𝐺
such that

∥𝑥𝑆 − 𝑧∥ = inf

𝑥 ∈𝑋
𝐺

∥𝑥𝑆 − 𝑥 ∥ = dist

(
𝑥𝑆 , 𝑋𝐺

)
.

The above, in conjunction with (17), implies that

∥𝑥𝑆 − 𝑧∥ ≤ 𝜖. (18)

Moreover, as 𝑧 ∈ 𝑋
𝐺
where𝐺 ⊂ 𝐺 with

���𝐺 ��� = 𝑛−2𝑓 and |𝐺 | = 𝑛− 𝑓 ,

the (2𝑓 , 𝜖)-redundancy condition stated in Definition 3 implies

that dist (𝑧, 𝑋𝐺 ) ≤ 𝜖 . Similar to an argument made above, under

Assumption 1,𝑋𝐺 is a closed set, and therefore, there exists 𝑥∗ ∈ 𝑋𝐺
such that 𝑧 − 𝑥∗

 = dist (𝑧, 𝑋𝐺 ) ≤ 𝜖. (19)

By triangle inequality, (18) and (19) implies that ∥𝑥𝑆 − 𝑥∗∥ ≤ ∥𝑥𝑆 − 𝑧∥+
∥𝑧 − 𝑥∗∥ ≤ 2𝜖 . Recall that set 𝐺 here is an arbitrary set of 𝑛 − 𝑓

non-faulty agents. □

It is worth noting that the algorithm constructed in the proof of

Theorem 2 only shows sufficiency; it is not a very practical algo-

rithm due to being computationally expensive.

In the next part of the paper, i.e., Sections 4 and 5, we consider the

case when the (non-faulty) agents’ cost functions are differentiable.

Specifically, we study approximate fault-tolerance in the distributed

gradient-descent (DGD) method.

4 DISTRIBUTED GRADIENT-DESCENT (DGD)

METHOD

In this section, we consider a setting wherein the non-faulty agents’

cost functions are differentiable. In this particular case, we study

the approximate fault-tolerance of the distributed gradient-descent

method coupled with a gradient-filter, described below. We consider

the server-based system architecture, shown in Fig. 1, assuming a

synchronous system.

The DGD method is an iterative algorithm wherein the server

maintains an estimate of a minimum point, and updates it iteratively

using gradients sent by the agents. Specifically, in each iteration

𝑡 ∈ {0, 1, . . .}, the server starts with an estimate 𝑥𝑡 and broadcasts

to all the agents. Each non-faulty agent 𝑖 sends back to the sever the

gradient of its cost function at 𝑥𝑡 , i.e., ∇𝑄𝑖 (𝑥𝑡 ). However, Byzantine
faulty agents may send arbitrary incorrect vectors as their gradients

to the server. The initial estimate, named 𝑥0, is chosen arbitrarily

by the server.



A gradient-filter is a vector function, denoted by GradFilter, that
maps the 𝑛 gradients received by the server from all the 𝑛 agents

to a 𝑑-dimensional vector, i.e., GradFilter : R𝑑×𝑛 → R𝑑 . For exam-

ple, an average of all the gradients as in the case of the traditional

distributed gradient-descent method is technically a gradient-filter.

However, averaging is not quite robust against Byzantine faulty

agents [6, 43]. The real purpose of a gradient-filter is to mitigate

the detrimental impact of incorrect gradients sent by the Byzan-

tine faulty agents. In other words, a gradient-filter robustifies the
traditional gradient-descent method against Byzantine faults. We

show that if a gradient-filter satisfies a certain property then it can

confer fault-tolerance to the distributed gradient-descent method.

We first formally describe below the steps in each iteration of the

distributed gradient-descent method implemented on a synchro-

nous server-based system. Note that we constrain the estimates

computed by the server to a compact convex set W ⊂ R𝑑 . The set
W can be arbitrarily large. For a vector 𝑥 ∈ R𝑑 , its projection onto

W, denoted by [𝑥]W , is defined to be

[𝑥]W = arg min

𝑦∈W
∥𝑥 − 𝑦∥ . (20)

As W is a convex and compact set, [𝑥]W is unique for each 𝑥

(see [9]).

4.1 Steps in 𝑡-th iteration

In each iteration 𝑡 ∈ {0, 1, . . .} the server updates its current esti-
mate 𝑥𝑡 to 𝑥𝑡+1 using Steps S1 and S2 described as follows.

S1: The server requests from each agent the gradient of its local

cost function at the current estimate 𝑥𝑡 . Each non-faulty

agent 𝑖 will then send to the server the gradient ∇𝑄𝑖 (𝑥𝑡 ),
whereas a faulty agent may send an incorrect arbitrary value

for the gradient.

The gradient received by the server from agent 𝑖 is denoted as

𝑔𝑡
𝑖
. If no gradient is received from some agent 𝑖 , agent 𝑖 must

be faulty (because the system is assumed to be synchronous)

– in this case, the server eliminates the agent 𝑖 from the

system, updates the values of 𝑛, 𝑓 , and re-assigns the agents

indices from 1 to 𝑛.

S2: [Gradient-filtering] The server applies a gradient-filter

GradFilter to the 𝑛 received gradients and computes

GradFilter
(
𝑔𝑡
1
, . . . , 𝑔𝑡𝑛

)
∈ R𝑑 . Then, the server updates its

estimate to

𝑥𝑡+1 =
[
𝑥𝑡 − [𝑡 GradFilter

(
𝑔𝑡
1
, . . . , 𝑔𝑡𝑛

) ]
W (21)

where [𝑡 is the step-size of positive value for iteration 𝑡 .

We propose, in Theorem 3, a generic convergence result for the

above algorithm.

Theorem 3. Consider the update rule (21) in the above iterative
algorithm, with diminishing step-sizes {[𝑡 , 𝑡 = 0, 1, . . .} satisfying∑∞
𝑡=0 [𝑡 = ∞ and

∑∞
𝑡=0 [

2

𝑡 < ∞. Suppose thatGradFilter (𝑔𝑡
1
, . . . , 𝑔𝑡𝑛

) < ∞

for all 𝑡 . For some point 𝑥∗ ∈ W, if there exists real-valued constants
D∗ ∈ [0,max𝑥 ∈W ∥𝑥 − 𝑥∗∥) and b > 0 such that for each iteration

𝑡 ,

𝜙𝑡 =
〈
𝑥𝑡 − 𝑥∗, GradFilter

(
𝑔𝑡
1
, . . . , 𝑔𝑡𝑛

)〉
≥ b when

𝑥𝑡 − 𝑥∗
 ≥ D∗,

(22)

then lim𝑡→∞
𝑥𝑡 − 𝑥∗

 ≤ D∗.

The values D∗
and b in Theorem 3 may be interdependent. Proof

of Theorem 3 can be found in the full version of this paper on arXiv.

Using Theorem 3we can obtain conditions underwhich a gradient-

filter guarantees the approximate fault-tolerance property of (𝑓 , 𝜖)-
resilience with 𝜖 ≥ 0, of which exact fault-tolerance is a special

case. On the other hand, the prior results on the convergence of

DGD method with a gradient-filter, e.g., see [6, 18], apply only to

exact fault-tolerance.

We demonstrate below the utility of Theorem 3 to obtain the

fault-tolerance properties of two commonly used gradient-filters in

the literature; namely Comparative Gradient Elimination [21] and

Coordinate-Wise Trimmed Mean [42].

4.2 Gradient-Filters and their Fault-Tolerance

Properties

In this subsection, we present precise approximate fault-tolerance

properties of two specific gradient-filters; the Comparative Gradi-

ent Elimination (CGE) [21, 22], and the Coordinate-Wise Trimmed

Mean (CWTM) [42, 48]. Note that differentiability of non-faulty

agents’ cost functions, which is already assumed for the DGD

method, implies Assumption 1 (see [9]). We additionally make

Assumptions 2, 3 and 4 about the non-faulty agents’ cost func-

tions. Similar assumptions are made in prior work on fault-free

distributed optimization [4, 8, 33].

Assumption 2 (Lipschitz smoothness). For each non-faulty
agent 𝑖 , we assume that the gradient of its cost function ∇𝑄𝑖 (𝑥) is
Lipschitz continuous, i.e., there exists a finite real value ` > 0 such
that ∇𝑄𝑖 (𝑥) − ∇𝑄𝑖 (𝑥 ′)

 ≤ `
𝑥 − 𝑥 ′

 , ∀𝑥, 𝑥 ′ ∈ W .

Assumption 3 (Strong convexity). For a non-empty set of
non-faulty agentsH , let 𝑄H (𝑥) denote the average cost function of
the agents inH , i.e.,

𝑄H (𝑥) = 1

|H |
∑
𝑖∈H

𝑄𝑖 (𝑥).

For each such set H with |H | = 𝑛 − 𝑓 , we assume that 𝑄H (𝑥) is
strongly convex, i.e., there exists a finite real value 𝛾 > 0 such that〈

∇𝑄 (𝑥) − ∇𝑄 (𝑥 ′), 𝑥 − 𝑥 ′
〉
≥ 𝛾

𝑥 − 𝑥 ′
2 , ∀𝑥, 𝑥 ′ ∈ W .

Note that, under Assumptions 2 and 3, 𝛾 ≤ `. The proof of

this inequality can be found in the full version of this paper on

arXiv. Now, recall that the iterative estimates of the algorithm in

Section 4.1 are constrained to a compact convex setW ⊂ R𝑑 .

Assumption 4 (Existence). For each set of non-faulty agents
H with |H | = 𝑛 − 𝑓 , we assume that there exists a point 𝑥H ∈
argmin𝑥 ∈R𝑑

∑
𝑖∈H 𝑄𝑖 (𝑥) such that 𝑥H ∈ W.



We describe below the CGE and CWTM gradient-filters. Later,

we obtain the fault-tolerance properties of these filters using the

result stated in Theorem 3, under (2𝑓 , 𝜖)-redundancy.

CGE Gradient-Filter: To apply the CGE gradient-filter in Step

S2, the server sorts the 𝑛 gradients received from the 𝑛 agents at

the completion of Step S1 as per their Euclidean norms (ties broken

arbitrarily):𝑔𝑡𝑖1 ≤ . . . ≤
𝑔𝑡𝑖𝑛−𝑓  ≤

𝑔𝑡𝑖𝑛−𝑓 +1 ≤ . . . ≤
𝑔𝑡𝑖𝑛  .

That is, the gradient with the smallest norm, 𝑔𝑡
𝑖1
, is received from

agent 𝑖1, and the gradient with the largest norm, 𝑔𝑡
𝑖𝑛
, is received

from agent 𝑖𝑛 . Then, the output of the CGE gradient-filter is the

vector sum of the 𝑛 − 𝑓 gradients with smallest 𝑛 − 𝑓 Euclidean

norms. Specifically,

GradFilter
(
𝑔𝑡
1
, . . . , 𝑔𝑡𝑛

)
=

𝑛−𝑓∑
𝑗=1

𝑔𝑡𝑖 𝑗 . (23)

CWTMGradient-Filter: To implement this particular gradient-

filter in Step S2, the server sorts the 𝑛 gradients received from the 𝑛

agents at the completion of Step S1 as per their individual elements.

For a vector 𝑣 ∈ R𝑑 , we let 𝑣 [𝑘] denote its 𝑘-th element. Specifically,

for each 𝑘 ∈ {1, . . . , 𝑑}, the server sorts the 𝑘-th elements of the

gradients by breaking ties arbitrarily:

𝑔𝑡
𝑖1 [𝑘 ] [𝑘] ≤ . . . ≤ 𝑔𝑡

𝑖𝑓 +1 [𝑘 ] [𝑘] ≤ . . . ≤ 𝑔𝑡
𝑖𝑛−𝑓 [𝑘 ] [𝑘] ≤ . . . ≤ 𝑔𝑡

𝑖𝑛 [𝑘 ] [𝑘] .

The gradient with the smallest of the𝑘-th element,𝑔𝑡
𝑖1 [𝑘 ] , is received

from agent 𝑖1 [𝑘], and the gradient with the largest of the 𝑘-th

element, 𝑔𝑡
𝑖𝑛 [𝑘 ] , is received from agent 𝑖𝑛 [𝑘]. For each 𝑘 , the server

eliminates the largest 𝑓 and the smallest 𝑓 of the 𝑘-th elements of

the gradients received. Then, the output of the CWTM gradient-

filter is a vector whose 𝑘-th element is equal to the average of

the remaining 𝑛 − 2𝑓 gradients’ 𝑘-th elements. That is, for each

𝑘 ∈ {1, . . . , 𝑑},

GradFilter
(
𝑔𝑡
1
, . . . , 𝑔𝑡𝑛

)
[𝑘] = 1

𝑛 − 2𝑓

𝑛−𝑓∑
𝑗=𝑓 +1

𝑔𝑡
𝑖 𝑗 [𝑘 ] [𝑘] . (24)

We present the precise fault-tolerance properties of the two

gradient-filters in Theorems 4 and 5 below. However, the reader

may skip to Section 5 without loss of continuity. Proofs of the

theorems can be found in the full version of this paper on arXiv.

Note that, under Assumptions 3 and 4, for each non-empty set of

non-faulty agentsH with |H | = 𝑛 − 𝑓 , the aggregate cost function∑
𝑖∈H 𝑄𝑖 (𝑥) has a unique minimum point, denoted by 𝑥H , in the

set W. Specifically,

{𝑥H} = W ∩ arg min

𝑥 ∈R𝑑

∑
𝑖∈H

𝑄𝑖 (𝑥) . (25)

We first show below, in Theorem 4, that when the fraction of

Byzantine faulty agents 𝑓 /𝑛 is bounded then the DGD method

with the CGE gradient-filter is (𝑓 , O(𝜖))-resilient, under (2𝑓 , 𝜖)-
redundancy and the above assumptions.

Theorem 4. Suppose that the non-faulty agents’ cost functions
satisfy the (2𝑓 , 𝜖)-redundancy property, and the Assumptions 2, 3
and 4 hold true. Consider the algorithm in Section 4.1 with the CGE
gradient-filter defined in (23). The following holds true:

(1)
GradFilter (𝑔𝑡

1
, . . . , 𝑔𝑡𝑛

) < ∞ for all 𝑡 .
(2) If

𝛼 = 1 − 𝑓

𝑛

(
1 + 2`

𝛾

)
> 0 (26)

then for each set of 𝑛 − 𝑓 non-faulty agentsH , for each 𝛿 > 0,

𝜙𝑡 =
〈
𝑥𝑡 − 𝑥H, GradFilter

(
𝑔𝑡
1
, . . . , 𝑔𝑡𝑛

)〉
≥ 𝛼𝑛𝛾𝛿

((
4`𝑓

𝛼𝛾

)
𝜖 + 𝛿

)
when

𝑥𝑡 − 𝑥∗
 ≥

(
4`𝑓

𝛼 𝛾

)
𝜖 + 𝛿.

Let H denote an arbitrary set of 𝑛 − 𝑓 non-faulty agents. If the

step-size [𝑡 in (21) is diminishing, i.e.,

∑∞
𝑡=0 [𝑡 = ∞ and

∑∞
𝑡=0 [

2

𝑡 <

∞, then Theorem 4, in conjunction with Theorem 3 implies that,

under the said conditions,

lim

𝑡→∞

𝑥𝑡 − 𝑥H
 ≤

(
4`𝑓

𝛼 𝛾

)
𝜖 + 𝛿, ∀𝛿 > 0.

The above implies that lim𝑡→∞
𝑥𝑡 − 𝑥H

 ≤ (4`𝑓 /𝛼𝛾) 𝜖 . Thus,
Theorem 4 shows that under (2𝑓 , 𝜖)-redundancy, and Assump-

tions 2, 3 and 4, if 𝛼 > 0, or the fraction of Byzantine faulty agents

𝑓 /𝑛 is less than 1/(1 + 2(`/𝛾)), then the DGDmethod with the CGE

gradient-filter is asymptotically (𝑓 , D𝜖)-resilient (by Definition 2)

where

D =
4`𝑓

𝛼𝛾
=

4` 𝑛

(𝑛/𝑓 ) 𝛾 − (𝛾 + 2`) . (27)

A smaller number 𝑓 of Byzantine faulty agents implies a smaller

value of D, and therefore, better fault-tolerance of the algorithm.

Moreover, D = 0 when 𝑓 = 0, i.e., the algorithm indeed converges

to the actual minimum point of all the agents’ aggregate cost func-

tion in the fault-free case. Note that under Assumptions 2 and 3,

𝛾 ≤ `. So, the fault-tolerance guarantee of the CGE gradient-filter,

presented in Theorem 4, requires 𝑓 /𝑛 < 1/3, or 𝑓 < 𝑛/3.

Next, we show that when the separation between the gradients

of the non-faulty agents’ cost functions is sufficiently small then

the CWTM gradient-filter can guarantee some approximate fault-

tolerance under (2𝑓 , 𝜖)-redundancy. To present the fault-tolerance

of the CWTM gradient-filter, we make the following additional

assumption.

Assumption 5. For two non-faulty agents 𝑖 and 𝑗 , we assume
that there exists _ > 0 such that for all 𝑥 ∈ W,∇𝑄𝑖 (𝑥) − ∇𝑄 𝑗 (𝑥)

 ≤ _max

{
∥∇𝑄𝑖 (𝑥)∥ ,

∇𝑄 𝑗 (𝑥)
} .

Due to the triangle triangle inequality, Assumption 5 trivially

holds true when _ = 2. However, we can presently guarantee fault-

tolerance of CWTM gradient-filter when _ < 𝛾/(`
√
𝑑) where ` and

𝛾 are the Lipschitz smoothness and strong convexity coefficients,

respectively defined in Assumption 2 and 3. Recall the definition

of point 𝑥H ∈ R𝑑 from (25) where H denotes an arbitrary set of

𝑛 − 𝑓 non-faulty agents.



Theorem 5. Suppose that the non-faulty agents’ cost functions
satisfy the (2𝑓 , 𝜖)-redundancy property, and the Assumptions 2, 3, 4
and 5 hold true. Consider the algorithm in Section 4.1 with the CWTM
gradient-filter defined in (24). The following holds true:

(1)
GradFilter (𝑔𝑡

1
, . . . , 𝑔𝑡𝑛

) < ∞ for all 𝑡 .

(2) If _ < 𝛾/(`
√
𝑑) then for each set of 𝑛 − 𝑓 non-faulty agents

H , for each 𝛿 > 0,

𝜙𝑡 =
〈
𝑥𝑡 − 𝑥H, GradFilter

(
𝑔𝑡
1
, . . . , 𝑔𝑡𝑛

)〉
≥

(
2

√
𝑑𝑛`_𝜖 +

(
𝛾 −

√
𝑑_`

)
𝛿

)
𝛿

when
𝑥𝑡 − 𝑥H

 ≥
2

√
𝑑𝑛`_

(𝛾 −
√
𝑑`_)

𝜖 + 𝛿.

By similar arguments as in the case of CGE, Theorem 5, in

conjunction with Theorem 3, implies that the DGD method with

CWTM gradient-filter and diminishing step-sizes is asymptotically

(𝑓 , D′ 𝜖)-resilient where

D′ =
2

√
𝑑𝑛`_

(𝛾 −
√
𝑑`_)

=

(
2𝑛

(𝛾/`_
√
𝑑) − 1

)
,

under the conditions stated in Theorem 5. The smaller the value

of _ is, i.e., the closer non-faulty gradients to each other are, the

smaller is the value of D′
, and therefore, better is the approximate

fault-tolerance guarantee of the CWTM gradient-filter. Unlike the

CGE gradient-filter, resilience of CWTM presented in Theorem 5

is independent of 𝑓 , as long as _ < 𝛾/(`
√
𝑑). However, the con-

dition on _ to guarantee the resilience of CWTM gradient-filter

depends upon the dimension 𝑑 of the optimization problem. Larger

dimension result in a tighter bound on _.

5 NUMERICAL EXPERIMENTS

Wepresent simulation results for an empirical evaluation of the CGE

and CWTM gradient-filters applied to the problem of distributed
linear regression [2]. More experimental details can be found in

the full version of this paper on arXiv. We consider the synchro-

nous server-based system in Figure 1. We assume that 𝑛 = 6 and

𝑓 = 1. Each agent 𝑖 knows a row vector 𝐴𝑖 of dimension 𝑑 = 2.

Each agent 𝑖 makes a real-valued (scalar) observation denoted by

𝐵𝑖 such that 𝐵𝑖 = 𝐴𝑖𝑥
∗ + 𝑁𝑖 , where 𝑥

∗ = (1, 1)𝑇 for all 𝑖 , and 𝑁𝑖 is

a randomly chosen noise. The value of 𝐴𝑖 , 𝐵𝑖 and 𝑁𝑖 are omitted

here for brevity.To solve the linear regression problem distributedly,

each agent 𝑖’s cost function is defined as𝑄𝑖 (𝑥) = (𝐵𝑖 −𝐴𝑖𝑥)2. For a
non-empty set of agents 𝑆 , we denote by 𝐴𝑆 a matrix of dimension

|𝑆 | × 2 obtained by stacking rows {𝐴𝑖 , 𝑖 ∈ 𝑆}. Similarly, we obtain

column vector 𝐵𝑆 by stacking the values {𝐵𝑖 , 𝑖 ∈ 𝑆}. Thus for every
such non-empty set 𝑆 , 𝑄𝑆 (𝑥) ≜

∑
𝑖∈𝑆 (𝐵𝑖 −𝐴𝑖𝑥)2 = ∥𝐵𝑆 −𝐴𝑆𝑥 ∥2.

The rows 𝐴1, . . . , 𝐴𝑛 are chosen specifically to ensure that the sys-

tem has 2𝑓 -redundancy if 𝑁𝑖 = 0 for all 𝑖 .That is, each matrix 𝐴𝑆

with |𝑆 | ≥ 𝑛 − 2𝑓 = 4 is column full-rank or rank (𝐴𝑆 ) = 𝑑 = 2.

Consequentially, the cost function 𝑄𝑆 (𝑥) has a unique minimum

point for each set 𝑆 with |𝑆 | ≥ 4.

We simulate the distributed gradient-descent algorithm described

in Section 4 by assuming agent 1 to be Byzantine faulty, i.e., the

set of honest agents is H = {2, 3, 4, 5, 6}. The minimum point of

Table 1: For the distributed linear regression problem, our algorithm’s
outputs with gradient-filters CGE and CWTM, and the approximation
errors, corresponding to executions when the faulty agent 1 exhibits
two different types of Byzantine faults; gradient-reverse and random.

gradient-reverse random

𝑥out dist (𝑥H, 𝑥out) 𝑥out dist (𝑥H, 𝑥out)

CGE

(
1.0541

0.9826

)
0.0239

(
1.0779

0.9826

)
4.72 × 10

−5

CWTM

(
1.0645

0.9924

)
0.0167

(
1.0775

0.9840

)
1.51 × 10

−3

∑
𝑖∈H 𝑄𝑖 (𝑥), denoted by 𝑥H , can be obtained by solving 𝐵H =

𝐴H𝑥 . Specifically,𝑥H = (1.0780, 0.9825)𝑇 . The goal of fault-tolerant
distributed linear regression is to estimate 𝑥H . In our simulations,

it can be verified that the agents’ cost functions satisfy the (2𝑓 , 𝜖)-
redundancy property, stated in Definition 3, with 𝜖 = 0.0890. It can

also be verified that the non-faulty agents’ cost functions satisfy

Assumptions 2 and 3 with ` = 2 and 𝛾 = 0.712, respectively. We

simulate the following fault behaviors for the Byzantine agents:

• gradient-reverse: the faulty agent reverses its true gradient.
Suppose the correct gradient of a faulty agent 𝑖 at step 𝑡 is

𝑠𝑡
𝑖
, the agent 𝑖 will send the incorrect gradient 𝑔𝑡

𝑖
= −𝑠𝑡

𝑖
to

the server.

• random: the faulty agent sends a randomly chosen vector in

R𝑑 . In our experiments, the faulty agent in each step chooses

i.i.d. Gaussian random vector with mean 0 and an isotropic

covariance matrix of standard deviation 200.

In the simulations, we apply a diminishing step size [𝑡 , and a

convex compact W as described in previous sections. For com-

parison purpose, all experiments have the same initial estimate

𝑥0 = (−0.0085,−0.5643)𝑇 . In every execution, the estimates practi-

cally converge after 400 iterations. Thus, we document the output

of the algorithm to be 𝑥out = 𝑥500. The outputs for the two gradient-

filters, CGE and CWTM, under different faulty behaviors, are shown

in Table 1. Note that dist (𝑥H, 𝑥out) = ∥𝑥H − 𝑥out∥. In all the exe-

cutions, the distance between ∥𝑥H − 𝑥out∥ < 𝜖 .

For the said executions, we plot in Figure 2 the values of the

aggregate cost function

∑
𝑖∈H 𝑄𝑖 (𝑥𝑡 ) (referred as loss) and the ap-

proximation error

𝑥𝑡 − 𝑥H

(referred as distance) for iteration 𝑡

ranging from 0 to 500. We also show the plots of the fault-free DGD

method where the faulty agent is omitted, and the DGD method

without any gradient-filter when agent 1 is Byzantine faulty. The

details for iteration 𝑡 ranging from 0 to 80 are also highlighted in

Figure 3.

We also conducted experiments for distributed learning with

support vector machine with faulty agents in the distributed learn-

ing system (see Section 1.3). We observed that the DGD method

with the said gradient-filters reaches comparable performance to

the fault-free case, and that the accuracy of the learning process

depends upon the correlation between the data points of non-faulty

agents. For details of those results, please refer to the full version

of this paper on arXiv.
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Figure 2: The losses, i.e.,
∑

𝑖∈H 𝑄𝑖 (𝑥𝑡 ) , and distances, i.e.,
𝑥𝑡 − 𝑥H

, versus
the number of iterations in the algorithm. The final approximation errors, i.e.,𝑥500 − 𝑥H

, are annotated in the same colors of their corresponding plots. For
the executions shown, agent 1 is assumed to be Byzantine faulty. The different
columns show the results when the faulty agent exhibits the different types of
faults: (a) gradient-reverse, and (b) random. Apart from the plots with CGE
(in green) and CWTM (in yellow) gradient-filters, we also plot the fault-free
DGD method where the faulty agent is omitted (in blue), and the DGD method
without any gradient-filters when agent 1 is Byzantine faulty (in red).
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Figure 3: The losses, i.e.,
∑

𝑖∈H 𝑄𝑖 (𝑥𝑡 ) , and distances, i.e.,
𝑥𝑡 − 𝑥H

, versus
the number of iterations in the algorithm, magnified for the initial 80 iterations
in the training process. The interpretation of the plots is same as that in Figure 2.

6 SUMMARY

We have considered the problem of approximate Byzantine fault-
tolerance – a generalization of the exact fault-tolerance problem
studied in prior work [24]. Unlike the exact fault-tolerance, the

goal in approximate fault-tolerance is to design a distributed op-

timization algorithm that approximates a minimum point of the

aggregate cost function of (at least 𝑛 − 𝑓 ) non-faulty agents, in the

presence of up to 𝑓 (out of 𝑛) Byzantine faulty agents. We have

defined approximate fault-tolerance formally as (𝑓 , 𝜖)-resilience
where 𝜖 ∈ R≥0 represents the approximation error. In the first

part of the paper, i.e, Section 3, we have obtained necessary and

sufficient conditions for achieving (𝑓 , 𝜖)-resilience. In the second

part of the paper, i.e., Sections 4 and 5, we have considered the

case when agents’ cost functions are differentiable. In this particu-

lar case, we have obtained a generic approximate fault-tolerance

property of the distributed gradient-descent method equipped with

Byzantine robust gradient aggregation or gradient-filter, and have

demonstrated the utility of this property by considering two specific

well-known gradient-filters; comparative gradient elimination and

coordinate-wise trimmed mean. In Section 5, we have demonstrated

the applicability of our results through experiments.
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